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Introduction

◦ Statistical selectivity estimation of predicates researched for several decades

outdated

◦ Bouquet Based approach for query processing

Future for Query Processing 

◦ Drawbacks of Plan Bouquet

Assumes all dimensions as ESS

No techniques available yet for dimension reduction

Number of plans increase exponentially as ESS increases

High compile time overhead

◦ Proposed new approach for dimension reduction with bounds - IKEABANA



Challenges

◦Research based project

◦No existing literature

◦Exponential search space

◦ Institutive approaches suffer difficultly in 

establishing sub-optimality bounds 



Problem Framework

Cost of Ikebana Bouquet

• One dimension reduction at a time in the given n-dimension ESS

• “HyperPlane based reduction”

• Minimum and Maximum Costs for the Ikebana bouquet in reduced ESS 

C’min and C’max

• Minimum and Maximum Costs for the original Bouquet are 

Cmin and Cmax

• Cmax << C’max AND   Cmin < C’min due suboptimal plans

• PIC is sliced into m slices 

Cost of Oracle



Problem Framework contd..

◦ Theorem – Ikebana Bouquet sub-optimality w.r.t Oracle

◦ PROOF

-> From previous result we get 

-> Execution contour of Ikebana Bouquet is higher than that of Oracle

-> Substitute  k’ = k + where >= 0 

≤



Problem Framework contd..

◦ Since the previous expression is independent of k we get

where             | reduced POSP |            for 2 dimension

ρ = number of plans on densest contour for higher dimension

◦ Construct the iso-cost contour  as previously with r = 2 

◦ Special case – Sub-optimality w.r.t Plan Bouquet on original ESS

◦ NOTE : For = 0 we get back original bouquet sub-opt



Solution characteristics

◦ Minimal impact on final bouquet performance

◦ Plans and their budgets should cover entire original ESS

◦ Overlap factor should be minimized

◦ Increase in budgets for plans should be as less as possible

◦ Generic approach independent of specificities of SQL like data 

type, conjunction and join condition

◦ If possible, reduce number of plans to be executed along with 

dimension



Algorithm



Experiments
• TPC-H Q5

• 3D ESS

• 20 x 20 x 20 sampling grid

• 50 POSP discovered by DB Optimizer

• Executes in 5.3 seconds  [ 8 core / 64GB machine ]

• Exploits parallelism of Dimensions in separate threads (i.e. 3 threads)



Experiments – TPC-H, Q5



Experiments – TPC-H, Q8(4D, plans 324, resolution 20)

Dimension1



Conclusion 

◦ Successfully quantified the impact of reducing dimensions

◦ Established concrete bounds on sub-optimality induced due to 

dimension reduction

◦ Improves bouquet performance by reducing run time due to 

reduction in plan density and also in ESS dimensions

◦ Reduces compile time cost for Plan Bouquet as the number of 

dimensions to explore are reduced.



Future Work

◦ Iterative vs combinatorial approach for 

dimension reduction

◦ Impact of overlap factor

◦Technique using less number of FPC calls
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